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ABSTRACT

Large financial institutions such as Bank of America handle hun-
dreds of thousands of wire transactions per day. Although most
transactions are legitimate, these institutions have legal and finan-
cial obligations in discovering those that are suspicious. With the
methods of fraudulent activities ever changing, searching on pre-
defined patterns is often insufficient in detecting previously undis-
covered methods. In this paper, we present a set of coordinated vi-
sualizations based on identifying specific keywords within the wire
transactions. The different views used in our system depict relation-
ships among keywords and accounts over time. Furthermore, we
introduce a search-by-example technique which extracts accounts
that show similar transaction patterns. In collaboration with the
Anti-Money Laundering division at Bank of America, we demon-
strate that using our tool, investigators are able to detect accounts
and transactions that exhibit suspicious behaviors.

Keywords: Fraud detection, financial data visualization, catego-
rial and time-varying data

Index Terms: [.3.3 [Computer Graphics]: Picture/Image
Generation—Line and Curve Generation

1 INTRODUCTION

Large American banks handle hundreds of thousands to millions
of wire transfers per day. While most of these transactions are per-
fectly legal, a small amount is performed as part of criminal endeav-
ors such as money laundering. The enormous amount of generated
activity and the unconstrained nature of the data makes it very dif-
ficult to find these few instances among all the legitimate ones. At
the same time, strict regulations require banks to spend consider-
able effort to find and report these activities, or face significant fines
or even being shut down.

The problems faced by risk managers and fraud analysts are
exacerbated by the fact that an increasing number of transactions
are purely digital and often involve a web of financial institutions
around the world. Thus a bank’s wire transfers may come from and
go to individuals or businesses who are not the bank’s customers.
Often the bank is just a middle man for transactions that originate in
different countries. In these circumstances, banks may know little

*e-mail: rchang@uncc.edu
fe-mail:mghoniem @uncc.edu
*e-mail:rkosara@uncc.edu
$e-mail:ribarsky @uncc.edu
Je-mail:jyang13 @uncc.edu
le-mail:easuma@uncc.edu
**e-mail:cziemki @uncc.edu
* e-mail:daniel.c.kern @bankofamerica.com
*e-mail:agus.sudjianto @bankofamerica.com

Robert Kosara*
UNC Charlotte

Caroline Ziemkiewicz**

William Ribarsky?® Jing Yang!
UNC Charlotte UNC Charlotte
Daniel Kern'" Agus Sudjianto*
Bank of America Bank of America

about the individuals or businesses involved other than what is in
the transaction record. Yet they must still exercise due diligence in
discovering and reporting suspicious activity. For a large financial
institution, this means monitoring hundreds of thousands of trans-
actions per day, then investigating possibly suspicious ones in depth
at considerable expense (and risk, if the monitoring is not effective).
The problem is overwhelming and growing worse.

Hierarchical interactive visual analysis with multiple linked
views can effectively attack this problem because it is geared toward
the visualization and interactive exploration of massive datasets, in-
tegrating multiple methods from various disciplines such as infor-
mation visualization, human computer interaction, and statistics.

In this paper, we present WireVis, a multiview approach that
assists analysts in exploring large numbers of categorical, time-
varying data containing wire transactions. Our method is highly
interactive, and combines a keyword network view, a heatmap, a
search-by-example tool, and a new visualization called Strings and
Beads. These four views together fully depict the relationships
among accounts, time, and keywords within the transactions, and
present the user with a global overview of the data, providing the
ability to aggregate and organize groups of transactions for better
investigation and analysis and the ability to drill-down into and
compare individual records. Although the examples and results
in this paper concentrate on wire transaction data, the approach
is general and applicable to any type of financial transaction data.
This method should be effective for any keyword-based data, semi-
structured or not, with varying but substantial levels of activity over
time.

This work presents substantial qualitative advances over current
practice in investigating financial transactions, which involves blind
queries followed by painstaking analysis of spreadsheets.

o It provides an overview that scales to hundreds of thousands
to millions of transactions over any desired length of time.

e [t provides tightly integrated views that look at patterns of ac-
tivity over time and over keywords for clusters, sub-clusters,
and so on.

e It replaces blind queries with contextual exploration, cluster-
ing, reclustering, and in-place analysis.

e [t introduces powerful search-by-example techniques.

2 MONITORING WIRE TRANSACTIONS

In collaboration with Bank of America, we have tackled the prob-
lem of monitoring wire transactions. As we describe the nature of
the data and the current practice in monitoring wire transactions,
we will shed light on the requirements of this problem and how in-
teractive visual analysis can bring about a drastic improvement in
financial investigation.

Normalizing data in the various fields of a wire transaction is
difficult as these fields are frequently open to interpretation at the
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Figure 1: The flow of money and associated information in a wire
transaction.

point of origination. Roughly speaking, a wire transaction corre-
sponds to a certain amount of money sent by a payer to a payee
via a chain of intermediaries, with or without additional comments
or instructions (Figure 1). The payee could be the real beneficiary
(e.g., aperson or business) or his account holder, with additional in-
formation as to what to do with the money. The transferred amount
could come from the sender’s account directly or via a third party.
It could also be sent to the receiver’s account directly or handled
through a third party. Other information such as the address of the
sender and receiver, additional comments, and instructions may be
appended. As a matter of fact, a wire transaction could be best seen
as a semi-structured data record with numerous optional free text
fields.

Currently, financial analysts probe wire transactions based on
various considerations:

o Official rules governing which transactions must be reported,
e.g., when the amount of money exceeds a certain threshold.

e A potential risk inherent to the transaction, e.g., when the des-
tination corresponds to a high risk country or organization or
when the transaction relates to a high risk activity.

While a set of filters can easily be set up to catch transactions
matching a limited set of rules and automate a report generation
process, risky or suspicious transactions are more evasive and un-
certain. They are governed by an ever changing context where,
for instance, geopolitical, economic and strategic motivations, and
various actors are in play and where methods to hide illegal ac-
tivity are constantly evolving as older methods are discovered and
stymied. Hence, in the current practice, analysts query the trans-
actional data over a time period, looking for certain keywords that
may be indicative of high risk. Based on intelligence reports and
previous analyses, investigators create a large list of keywords that
best fit the international state of affairs. All transactions are filtered
through this list of keywords, and the transactions that contain one
or more keywords are displayed using a spreadsheet for investiga-
tion with transactions raising multiple red flags to be scrutinized
more thoroughly. Additional information channels could then con-
tribute to the investigation. For instance, home-grown expertise,
the bank’s own records, publicly available databases, and search
engines could provide evidence for or against further action. An
increase in false negatives would cast serious doubts on the finan-
cial institutions who would appear as purposely harboring fraud-
ulent activities, not to mention having to pay large fines; whereas
too many false positives could harm their relationships with their
clients or irritate official agencies who would be wasting their time
and resources on paranoid reports.

Adding to the complexity of the problem, the data includes one-
time transactions in great numbers as well as repeated transactions.
To hide from scrutiny, customers engaged in fraudulent activities
could follow common temporal patterns of legal activity or try to
break away from any fixed pattern. Fraudulent activity could also
be distributed over a variable number of senders and receivers. At
present, such distributed frauds are mostly beyond the reach of fi-
nancial investigators. In fact, at present they do not have the ca-
pability to investigate all the patterns and activities they probably

should. Effective analysis tools need to take into account this wide
variety of scenarios and allow the user to see the transactions and
patterns that match them.

In summary, financial analysts are faced with hundreds of thou-
sands of transactions bearing predefined keywords over periods of
time. This set of data is categorical due to the classification using
keywords, and is by nature time-varying. However, the data are also
semi-structured and certain records are unstructured. Furthermore,
since most transactions contain a limited number of keywords, the
data are therefore sparse when viewed as a relationship matrix be-
tween transactions and keywords.

3 RELATED WORK

Currently, analysts use spreadsheets to look at large data tables of
transactions. Spreadsheets support various operations on rows and
columns and give a detailed account of the data. However, they are
not effective at providing a clear overview of trends and correla-
tions. To fill this gap, several works in the information visualization
field have been proposed such as TableLens [16] and data sheets [6]
and are now part of commercial information visualization suites.

Similarly, heatmap visualizations or correlation matrices have
been used successfully in various application domains [1] and are
now shipped in several commercial tools such as Spotfire Decision
Site [19]. In genomics, this metaphor has been used for the vi-
sualization of massive gene arrays [17] and provides a compact
overview of the data as well as a drill-down capability for de-
tailed information. It has also been used to visualize social net-
work data [10] as well as co-activity graphs in the arena of soft-
ware visualization [7]. In the latter, structural and temporal patterns
could be exhibited on correlation matrices. Although the orderabil-
ity of matrices can enhance user performance with regards to cer-
tain tasks [8], finding the appropriate order on a correlation matrix
is a task-dependent question that will be receiving increasing inter-
est [18, 10].

The need to follow temporal patterns in transactional data sug-
gests the use of time-series data visualizations. Time-series data
capture measurable quantities that change over time, such as stock
values, climate data, etc. The users need to find trends and identify
patterns in these datasets. Several works have focused on the dis-
play of this type of data, such as DiskTrees and TimeTubes [5], and
provided periodic views [12, 20] supporting pattern identification.
Recently more efforts [11] have been put into querying such data
directly through user interaction. However, transactional datasets
such as wire transfers could be more challenging to these kinds of
tools due to the sparsity of the data points, as most accounts would
fire a transaction only once in a while.

Monitoring keyword-tagged transactions over time also suggests
the use of corpora exploration and visualization tools such as The-
meRiver [9]. However, this work can only handle a small set of top-
ics or keywords simultaneously, whereas wire data bear on tens or
hundreds of corporate-defined keywords. Moreover, ThemeRiver is
geared towards the display of overall trends and temporal changes
in topics, rather than outliers and isolated behaviors, or, in other
words, rare anomalous transactions.

Systems offering multiple coordinated views have arisen as a
suitable solution for complex multi-faceted datasets. Recent works
such as Snap-Together visualization have studied the feasibility of
such systems [14], provided a taxonomy [13] and model [3] of
multiple-views systems, and studied the benefits and tradeoffs of
such systems from a user perspective [15]. Other authors provided
guidelines [2] for using multiple-views systems for information vi-
sualization. In the current work, we set out building a multiple
coordinated views system in view of capturing as many aspects of
transactional datasets as desired.
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Figure 2: A view of the entire system showing the heatmap (top left), search by example (top right), keyword graph (lower right), and strings and

beads (lower left).

4 VISUAL ANALYTICS TooLs FOR MONITORING WIRE
TRANSACTIONS

WireVis uses four tightly coordinated views of transaction activity.
The keyword network view is used to represent the relationships
between keywords, the heatmap view shows relationships between
accounts and keywords (see section 2), the search-by-example tool
helps discover accounts of similar activities, and lastly, Strings and
Beads depicts the transactions over time. All views rely on high in-
teractivity along with the ability to see global trends and capabilities
to drill-down into specific transaction records.

4.1 User-centric Design

The design of WireVis was based on an analysis of the current work
of fraud analysts with their existing tools. To manage the enor-
mous amount of information, analysts first filter the data by geo-
graphic region using a set of specific keywords and other criteria
(like amounts). This data is then inspected by hand, with additional
tools like search engines to find out if businesses are legitimate, etc.

For WireVis, we wanted to keep as many of the working aspects
of the existing system, while simultaneously enhancing the short-
comings. We therefore defined the following list of requirements
for the system:

Interactivity. Despite the large amounts of data, WireVis must be
highly interactive and respond to user input immediately.

Filtering. The current work method of filtering data using prede-
fined keywords and other criteria must be kept to increase ac-
ceptance of the system. At the same time, we cannot rely on
the data being filtered down, but must be able to show and
work with all the data at once.

Overview and Detail. It must be possible to see aggregated views
of all transactions of a day, week, or month in an overview,
and then to drill down to the level of individual transactions
when needed for the investigation.

Coordinated Multiple Views. No single view could fulfill all the
requirements and show all the necessary data, so a system of
coordinated views was designed that would allow the user to
see different data, while being able to understand the connec-
tions between the views easily.

4.2 Data Aggregation

Since one cannot usually detect suspicious activity from single wire
transactions, we need to visualize the activities of the correspond-
ing accounts in order to detect suspicious behaviors. The transac-
tion data are therefore first grouped according to the sending and
receiving accounts, and the heatmap visualization tools show the
accounts instead of each individual transaction. Even so, the num-
ber of accounts still range in the tens of thousands or more; thus,
we hierarchically cluster the accounts. This provides the scalabil-
ity needed, the high level overview that is imperative, and useful
levels of abstraction. The complexity of the clustering algorithm is
crucial because the analysts often need to perform reclustering as
patterns in the transactions are discovered. Also, the clusters are
often not optimal for the analyst’s current purpose, so interactive
reclustering has proved highly useful in exploratory visualization
since it will provide much better clusters for further exploratory
analysis [21]. Most existing clustering techniques such as k-means
O(kn) or single-link clustering O(n?) require minutes to hours to
compute as n becomes large, which is unacceptable in our case.
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Figure 3: Heatmap with close-up view on a cell histogram displaying
the number of keywords for each account

Instead, we use a simple “binning” technique to find groupings
of accounts based on frequency of keywords that occur in the trans-
actions of the accounts. We treat each account as a point in k-
dimensional space (where k is the number of keywords), and group
the accounts based on their distances to the average point of all ac-
counts. This method has the complexity of O(3n) and can cluster
tens of thousands of accounts in seconds. The wire analysts have
approved this as a crude but effective way to explore the transac-
tion space. The effectiveness is significantly enhanced because the
method provides fast, dynamic overviews of the data while relying
on the high interactivity and multiple views to assist in exploring
the data space. Our procedure is to apply the hierarchical binning
method as a preprocessing step, thus organizing all the data for a
selected time period before launching interactive exploration. Then
the user can use a strategy of selecting reasonably sized subsets for
reclustering, thus maintaining interactivity. We have found that this
strategy works well in practice. An alternative could be to provide
the user with a more exact but more time-consuming reclustering
approach to be used at any point in the exploration. However, if
this approach was not hierarchical, its value would be limited.

4.3 Keyword Network View

Depicting relationships between keywords is important for identi-
fying questionable transactions. If a transaction contains two key-
words that should not be related in the context of a wire transfer, it
should be quickly identified and further inspected by an investiga-
tor. To show the relationships between keywords, we use a simple
network graph as shown in Figure 4. A keyword is said to be re-
lated to another if both of them appear in the same transaction. The
appearance of keywords in the same transaction forms the basis of
the underlying relationship matrix in which the distances between
the keywords are calculated based on the number of times that they
appear together in transactions. In Figure 4, keywords closer to
the center of the keyword network view are the most frequently ap-
pearing keywords, whereas keywords on the outskirts of the circle
appear less frequently. When a keyword is highlighted, lines are
drawn between the highlighted keyword to all relating keywords.

4.4 Overview of Keyword-to-Account Relationships

We use a heatmap to display statistical measurements relating key-
words (see section 2) and bank accounts, as the former occur in
transactions involving the latter. Our heatmap uses a grid whose
columns are the keywords of interest and whose rows are clusters
of bank accounts being scrutinized. At the intersection of a given
row and column, we color-code a value such as the number of hits
for that keyword/column with regards to that account/row in the
time-period encompassed in the data. Depending on the nature of
the measurement displayed in the grid (e.g., sequential or diverg-
ing), various color schemes [4] can be applied to the visualization.
We use a simple scheme where the saturation of the cell is pro-
portional to the number of times a keyword appears for that set of

Figure 4: The keyword network view shows the relationship between
keywords. The most frequent keywords appear in the middle of the
view, while the less frequent ones appear on the outskirts of the cir-
cle. When a user highlights a specific keyword, lines are drawn from
that keyword to all relating keywords.

transactions, since it is intuitively related to the heatmap concept.
Then, the user can spot at a glance the accounts that are more fre-
quently related to a given keyword or set of keywords (e.g., a high
risk country heavily involved in money laundering). He can also
see common keywords (full columns in the grid) which are likely
to be filtered out in an investigative process. Likewise, accounts
hitting all keywords (full rows in the grid) usually correspond to fi-
nancial institutions rather than individual accounts and would also
be deemed irrelevant to investigative work. Moreover, analysts can
detect keywords displaying a similar activity, i.e. hitting the same
accounts. In many cases, such coupling of keywords can be ac-
counted for easily (e.g., Paris and France). In other situations, the
coupling of two remotely related keywords will trigger further in-
vestigation. Likewise, the heatmap view makes it possible to find
accounts with similar behavior (i.e., hitting the same keywords).
our tools are enhanced with a user-configurable search-by-example
capability (Section 5) that helps the analysts find accounts, respec-
tive to keywords, that are similar to a reference account. Search-
by-example is a powerful tool for exploratory analysis, since it per-
mits the user to quickly identify and search for behaviors of interest
without having to specity those behaviors in detail.

Since analysts must try to grasp hundreds of thousands of trans-
actions involving as many accounts, it is necessary that the heatmap
be scalable in this dimension. Our tools perform clustering as de-
scribed in Section 4.2, providing a high level abstraction of the data
as a first overview. Then, the user can drill-down any set of clus-
ters or keywords through direct interaction by selecting the desired
subgrid or by expanding a cluster of his choice. The user can also
hover on the heatmap and overlay the value associated to each cell.
In case of aggregate data, the user can also overlay a glyph, e.g., a
histogram, displaying the real distribution of low-level values that
add up to the aggregate value as in Figure 3. By doing so, we strive
to quickly provide the user with more detail at key points to enhance
both exploration and enlightened decision-making.

4.5 The Strings and Beads Visualization

The ability to look for suspicious activities over a period of time
is crucial to the analysts. To illustrate, when a terrorist attack took
place somewhere in the Middle East, an intelligence agency had
reasons to believe that the attack was supported and funded by indi-
viduals in the US. It requested bank wire analysts to search for wire
transfers between the US and the location of the attack. By looking
for wire activities over a narrow range of time prior to the attack and
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Figure 5: Double-clicking on a specific bead brings up the related
wire transactions in a separate window. The user can interactively
drill-down into individual transactions.

on selected keywords, the analysts were eventually able to identify
the culprit and report the incident. In addition to this event-driven
scenario, it is also crucial to look at patterns of activity over periods
of time (typically months), as these can bring up unusual behavior.
Our coupled interface allows the user to quickly find these temporal
patterns and activities.

In order to support visualization of wire activity over time, we
create the Strings and Beads view in which the strings refer to the
accounts or cluster of accounts over time, and the beads refer to
specific transactions on a given day. Together, the strings and the
beads show the overall trends of the activities as well as the indi-
vidual transactions. The x-axis of the view shows the progression
of time, and the y-axis shows the “value” of the transaction, where
value can be the amounts of the transactions, the frequency of ac-
tivities, etc. Figure 5 shows that the Strings and Beads view is
quite effective in giving an overview on top of showing specific de-
tail. The strings shows the overall activities for selected accounts
or clusters for an entire year, and the beads depict the details of a
handful of transactions for that day.

Due to the fluctuation of the data, we choose to represent strings
as splines instead of disjointed line segments. Since transactions do
not take place over weekends or holidays and often vary drastically
in amounts or frequency, representing the strings as line segments
creates jagged lines, making it difficult to distinguish between dif-
ferent strings. Instead, we smooth out the strings as splines with
the option to change the number of control points, which gives a
good overview of trends over time. At any point, the user can dis-
play the original transaction values for detailed analysis, as shown
in Figure 6.

To facilitate fast interactions with the Strings and Beads view,
the analysts can quickly zoom in to the time period in question by
brushing a range of time. To further examine the details of a specific
wire transaction, the analysts can double-click on a bead to bring
up the original wire information in a separate window as shown in
Figure 5.

4.6 Coordination Between Views

The resulting clusters from binning provide a foundation for the
coordination between the four views. Since the underlying data
structure is the same, message passing between the views becomes
trivial.

With the four views coordinated together so that an action per-
formed in one view affects all other windows, the analysts can now
interact with accounts, keywords, time, account values, etc. and see
how the selections correlate in all dimensions. This is significantly
more powerful than using the views separately.
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Figure 6: Turning on the option showing the original data, the user
is able to see the real data points (shown as bars) on top of the
smoothed String.
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Figure 8: Search by Example. The user can select a prototype clus-
ter/account as well as keywords of interest. The program shows all
similar clusters according to a user-controlled similarity threshold.

For example, when an analyst hovers the mouse over the key-
word names in the heatmap view, all cells in the heatmap are high-
lighted along with the number of occurrences of the keyword in
each account cluster. At the same time, all the beads in Strings
and Beads are highlighted to show when the transactions with such
keyword occur (See Figure 7a). This highlighting technique allows
the analyst to search for suspicious keywords and see when these
keywords occur over time.

Similarly, the analyst can hover over the dates in the Strings and
Beads view, highlighting all the beads of a particular day. The
heatmap then reacts by highlighting all the cells that contain the
transactions of these beads and displaying the number of occur-
rences of the keyword for that day (See Figure 7b). This allows the
analyst to focus on specific dates and observe which accounts are
transacting over what keywords over that period of time.

Such tight integrations occur throughout the keyword network
view, the heatmap view, and the Strings and Beads views: selecting
a string highlights a row in the heatmap, selecting a cell shows all
the beads that contain such keyword, etc. All these quick actions
permit rapid exploration over many accounts, keywords, and time
ranges in terms of animated patterns, as shown in the video, at an
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(a) Brushing Keywords

(b) Brushing Time

Figure 7: (a) Highlighting keywords in the heatmap view shows the corresponding beads in the Strings and Beads view. The user can interactively
see keyword occurrences over time. (b) Hovering in the time axis in Strings and Beads highlights the beads of that particular day, as well as the
related cells in the heatmap. The user can quickly browse through time and see keyword and account activity.

almost subliminal level. The user can then pause, slow down, or go
back to observe a pattern more closely.

Finally, both the heatmap and strings and beads view react to
zooming (e.g., the cells in the heatmap view will only contain val-
ues over a certain time range when a user zooms into a time period
in the Strings and Beads view), the analysts can see a global trend of
the account activities over time by simple highlighting, but has the
ability to further investigate specific incidences, events, and time
ranges via zooming if necessary.

5 SEARCH BY EXAMPLE

Because of the complex structure of the data and the observed pat-
terns, it is difficult to define transaction patterns that one is looking
for a priori. Once an interesting pattern is found, it is usually neces-
sary to find not just transactions from and to the involved accounts,
but also accounts that show similar activities.

An important feature of WireVis is therefore to search by ex-
ample (see Figure 8). In a separate view, the user is shown the
currently selected cluster or account to use as the prototype for a
new search. Bars represent the number of hits for all the defined
keywords, which the user can select as relevant criteria by click-
ing them. A slider is used to define the maximum difference for
identifying a cluster as similar to the prototype. As the user moves
the slider, the number of similar accounts grows or shrinks, giving
the user a feeling for the space to explore. There is no separate
search button, the search is performed whenever the user changes
the criteria or the threshold, and results are shown immediately.

The user can then select particular results, which are shown in
other views for further investigation.

6 CASE STUDIES

In order to assess the usefulness of our tools, we employed a san-
itized dataset containing transactions sampled over twelve months.
For privacy and proprietary reasons, account numbers, keywords
and personal information have all been stripped.

We asked James Price, Senior Vice President in Bank of Amer-
ica’s Global Anti-Money Laundering organization, to test our sys-
tem and provide his interpretation of the visualizations. We catego-
rize his observations into two groups: seeing normal, unsuspicious
behavior and detecting activity that may indicate fraud.

6.1 Seeing Normal Behavior

The clustering provides an obvious separation between large corpo-
rations or financial institutions from small businesses and individu-
als. The first row of the heatmap contains accounts that transact in
large amounts (as can be seen in the Strings and Beads view) in high
frequency over a large range of keywords. These typically represent
large institutions and can often be filtered out from consideration.
The last row of the heatmap contain individuals that only have ex-
actly one transaction over the course of the year (which can be ver-
ified by drilling-down into the sub-clusters), and can sometimes be
filtered out because they might not contain sufficient indications of
suspicious behaviors.

The keywords in the heatmap view are sorted based on their fre-
quency in all transactions over all accounts. Thus, the most fre-
quently occurring keyword appears furthest left in the view. From
this view, one strategy could be, for example, to filter out the key-
words that occur with expected frequencies, then recluster all ac-
counts using the remaining keywords to provide a more focused
overview of the activities.

6.2 Detecting Suspicious Activity

First, we identify a keyword that shows abnormal temporal patterns
by hovering over the list of keywords in the heatmap view. During
the hovering, we see in the Strings and Beads view that keyword 58
occurs only in the second half of the year as can be seen in Fig-
ure 9a (which is a detail of Figure 7a). This peculiar time-based
behavior prompts further investigation into the transactions involv-
ing that keyword.

By rubber-banding in the heatmap view and zooming into the
column of keyword 58, we notice that not many transactions involve



this word. Switching to the Strings and Beads view, we change the
y-axis to show the amount of the transactions instead of the number
(Figure 9b).

There is a transaction near the end of the year of approximately
three million dollars. This transaction is peculiar because all other
transactions involving this keyword have transaction amounts in the
range of tens to hundreds of thousands of dollars. The fact that
this particular transaction is of an amount much larger than others
makes it stand out as an outlier.

Double-clicking on the bead representing that transaction reveals
details about the transaction (Figure 9c). Clicking on the receiver’s
name brings up the Search By Example window where we see that
the receiving account most likely belongs to a bank or a large in-
stitution because of the number of transactions and the range of
keywords it is involved in. More than likely, this large institutions
is an intermediary handler of the transaction, and therefore is not of
interest to the investigator. However, clicking on the sender shows
that that this account has had only one transaction over the past year
(Figure 9d). Not only is this transaction of a very large amount, but
it also involves a keyword showing an abnormal temporal pattern.
Although there is no single attribute of this transaction that would
warrant an investigation into the origination account, the combina-
tion of all facets of this transaction lead to further investigation.

7 DIScUSSION AND FUTURE WORK

By providing exploratory tools for the very specific data of wire
transfers, we enable the experts to take a very analytical but still
much less constrained approach than using other tools. While Wire-
Vis does not provide many of the other methods currently used in
fraud detection, its tools are complementary and useful.

WireVis is designed to be naturally extensible. Any statistical
indicators and metrics can be plugged in depending on the need of
the analysts or the latest intelligence information. For example, our
clustering technique using binning is not intended to be the only
solution to grouping accounts. It is only an example of how a fast
clustering algorithm can enhance the analysts’ ability to interact
with the data. Depending on the need of the analyst, other clustering
techniques can be used.

Although we provided four views that show relationships be-
tween accounts, keywords, and time, they are not the only four
possible views that could be used. During our discussions with
analysts, we have identified other views that can be helpful. Some
examples of the views include a matrix or graph view showing the
relationship between accounts and a geographical view showing the
location of the senders and receivers. We will explore these possi-
bilities in the future.

WireVis can be made significantly more powerful by adding
an unstructured text analysis capability, such as used in IN-
SPIRE [21]. This would permit relating any words in the transac-
tion fields to the keywords. Important relations could be uncovered
and even new keywords found. We expect to develop WireVis along
this line.

Finally, as indicated in the beginning, the WireVis approach de-
scribed here can be applied to any transactional data or, indeed, to
any keyword-based data over time. We will be expanding WireVis
by coupling to analysis tools that search for money service busi-
nesses (i.e., businesses that deal in money transmission, check cash-
ing, money orders, currency exchange, etc.).

8 CONCLUSION

We demonstrate that using interactive visualization techniques cou-
pled with hierarchical analyses in searching for suspicious finan-
cial transactions significantly enhances the analysts’ ability to see
global trends as well as quickly narrow down to individual activi-
ties.
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a) When brushing over keyword 58, we see that it only appears a
few times, and all those are in the second half of the year.
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b) Changing the Y-axis to show the amount of the transactions and
double-clicking on the highest bead shows the transaction details.
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¢) The receiving account’s information in the search-by-example
view shows that this is likely a bank or large company.

0 search results threshold: 1.0
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Keyword 56

0 keywords selected 0 search results threshold: 1.0

d) The sender, on the other hand, has only used this one keyword,
and with a very high sum.

Figure 9: Case study using sanitized real-world data. Fraud analysts
found the combination of suspicious patterns sufficient to launch a
full investigation.

We create our visualization tools based on the principles of high
interactivity and coordinated multiviews. With this combination,
the analysts can highlight elements in one view and see that element
depicted in a different way in the other. This allows the analysts to
see a complete relationship between accounts, keywords, time, and
patterns of activity.
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